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Results

Challenges:
* Need to approximate gradient (biased gradients).
« Simulation oracle call typically takes quite a while.

Numerical Results:
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the candidate point instead of the point suggested by the model. Theoretical Results:

“For efficiency, we want to minimize the number wet , o S
« Most existing stochastic TR for derivative free optimization does

of simulation oracle calls during optimization” o | — ASTRO-DF with direct search — ASTRO-DF with direct search / ,
—— ASTRO-DF without direct search @@Q | —— ASTRO-DF without direct search ———— not have guarantees on the compleX1ty.
o1 N IRARR B ik o = . . .
7 ]v (LAY AN % ,,)@@ Method Iteration complexity = Sample complexity
Adaptive Sampling and Trust Region (TR) o ] G TN 2.5 VNSP? i i
g © g LB? : -
Ad ] 1. 5 > - GCJ S 3
aptive sampling: 3 STR - -
. . . . . . % . B X & -
» Simulation effort N(x) is a stopping time determined by o AR WA ] P/ STORM* O0(e™ %) 0 (e7°)
- B e A Sy 3
N(x) = min{n: SE(x,n) < optimality gap at x}. ol | | | e 7 | | | | | | ASTRO-DF O(e?) 0 (e7°)
0 20 Iso : GIS 80 100 0 20 ”4210 " GIS 80 100 ASTRO-DF with CRN 0(6_2) ) (6_4)
eration eration
Stochastic trust-region method: (a) Trust-region radius (Ag) (b) Expended budget 1 Deng and Ferris (2009) 3 Rinaldi et al (2023)
. . c e e e e 7 o 2 Larson and Billups (2016) 4 Chen et al (2018), Blanchet et al (2019), Jin et al (2023)
» Optimization evolves through minimizing local models within a Fig 4. Using the direct search increases the chances of accepting a new
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the presence of noise. Acceleration with Common Random Numbers: « ASTRO-DF is a prominent algorithm for derivative-free problems
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