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Future Work

Increased reliability in the 

results (more accuracy 

and less variability)

Flexibility with any 

learning algorithm and 

response type

Improved performance in 

identifying true features

Surpassed all evaluated 

benchmarks 

Employing adaptive 

sampling to reduce 

computation time

Incorporating data 

sampling correlation 

in estimation

More comparison on 

selected subsets

Estimating the 

estimator’s bias
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Datasets:

Finding the most informative features in the big data applications is a

challenge that can improve predictions and interpretability of the

underlying systems.

Due to the uncertainty in the data, we address feature selection for any

machine learning algorithm of choice, as a stochastic optimization. The

resulting feature subsets are more robust to the changes in the data and

lead to better predictions in simulated and real datasets.

How does SOFS perform?

Very time consuming

all features 

noise

redundant

real

Our goal is to find

the true features to

improve the

prediction in:

✓ interpretability,

✓ accuracy, and

✓ efficiency.

Why Feature Selection?

How does SOFS solve it?

Common 

random 

numbers for 

sampling data

CMS dataset with binary

response (zero-inflated with 9%

non-zero), 19k instances and

380 features.
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Number of selected features

SOFS LASSO

Feature type Count

Real 12

Redundant 100

Noise 108

2 Simulated dataset with

continuous response, 300

instances and 220

features; where real

variables~𝐺𝑎𝑚𝑚𝑎(2,2).

The 80% prediction interval for the
size of the optimal feature set
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Better performance in: Accuracy 

and Sharpness

1

Prediction of unplanned

admission due to heart failure, in
the following month.

For patients >65 years old, 

who have: 

• no cancer history, 

• more than 10 comorbidities,

• other minor conditions. 
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Macro-replication
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Precision of predicted hospitalizations

P
a

ti
e

n
t 
ID

A
g
e

G
e
n
d
e
r

ra
c
e

in
s
u

ra
n

c
e

In
c
o

m
e

C
o

u
n

ty
 

p
o

llu
ti
o

n

A
v
e

ra
g

e
 

p
re

c
ip

it
a

ti
o
n

B
lo

o
d
 

p
re

s
s
u

re

D
ia

b
e

te
s

O
b

e
s
it
y

H
o

s
p

it
a

liz
e

d
 

in
 t
h
e
 n

e
x
t 

3
0

 d
a

y
s
?

1 67 F 1 Yes Average Medium 225 Low No No No
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Application- data analytic to predict unplanned 

hospitalizations

demographics
Socio-

economical environmental comorbidities

What we 

want to 

predict


