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Problem Methodology

+ Stratified sampling
- Sample size of each stratum is determined by the ratio of population
in that stratum and the variance of response in that stratum.

Experimental Results
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Data-driven Stochastic Optimization
Suppose we have < 𝑥!, 𝑦! > 𝑗 = 1,… , 𝑛 data points, where 𝑥! is wind
speed and 𝑦! is the generated power from the turbines. We seek
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𝑓 𝜃 ≔ 𝔼',([ℓ(𝑦) 𝜃; 𝑋 , 𝑌)] .

The loss function is the mean absolute error of prediction residuals.
Estimated objective at a solution 𝜃 with the sample set 𝒮 𝜃 is
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ℓ 𝑦) 𝜃; 𝑥! , 𝑦! .

Optimization is derivative-free with the main assumptions:
- 𝐹 𝜃, 𝒮 𝜃

!→#
𝑓 𝜃 almost surely for all 𝜃.

- 𝑓 𝜃 has a minimum and its rate of change stays below a threshold.
- The parameter 𝜃 is the same for all wind speeds.

Conclusions
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Fig	2:	Trust-region	optimization	in	ℝ".

Fig	4:	Stratified	sampling	using	a	one-dimensional	variable.

Fig 1: (a) In	the	wind	farms,	
downstream	turbines’	
efficiency	is	lower	due	to	the	
wake	effect.

(b) Computer model 
parameter calibration aims	
to	find	a	parameter	value,		
well-informed	by	data	
uncertainty.

- Compared to Bayesian approach, trust-region approach can capture
the local variations better, leading to effective parameter calibration.

- Combination of adaptive and stratified sampling gives better
solutions with lower variability, i.e., higher reliability.

We use Trust-region as our search
engine, which iteratively
approximates 𝑓 𝜃 with a local
model and suggests the next best
solution in a neighborhood
around the current best solution.

We aim to cast calibration for this problem (with big data) with
stochastic optimization; Bayesian calibration has limitations with that.

Fig	3:	Error	
changes	with	
sample	size	
increase	and	
stopping	of	
adaptive	
sampling.

Fig	5:	Framework	of	stratified	adaptive	sampling	optimization.

Table	2:	The	proposed	algorithm	(S-ASTRODF)	finds	better	calibrated	parameter	
values	than	Bayesian	calibration	and	its	original	counterpart	(ASTRODF).	

Fig	6:	Convergence	curves	from	20	microreplication	show	that	the	proposed	
algorithm	(S-ASTRODF)	outperforms		the	original	algorithm	(ASTRODF),	that	lacks	

the	stratification,	for	wake	effect	calibration	in	a	wind	farm	case	study.	
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Table	1:	Summary	of	the	numerical	examples	used	for	comparison


