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Datasets:

Finding the most informative features in the big data applications is a

challenge that can improve predictions and interpretability of the

underlying systems.

Due to the uncertainty in the data, we formulate this problem

stochastically, which is generalizable for any learning algorithm of

choice. The resulting feature subsets are more robust to the changes in

the data and lead to better predictions in simulated and real datasets.

How does SOFS(𝐵, 𝑅) perform?

Very time consuming

min
𝒙∈{0,1}

𝑓(𝒙) := 𝔼𝐷~𝑃 𝔼𝐷0~𝑃0 𝑄𝐷0 𝑟𝐷 𝒛, 𝒙 , 𝒚

Out-of-sample 𝐷0~𝑃0
In-sample 𝐷~𝑃

• 𝑃0 and 𝑃 are the unknown data distributions, which 

introduce the input uncertainty to the model. 

• 𝐷 = < 𝑧𝑖 , 𝑦𝑖 > 𝑖 is the dataset on hand, where 𝑧𝑖 is a p-

dimensional variable. 

• 𝒙 = (𝑥1, … , 𝑥𝑝) 𝒙𝒊 = {0,1}
• 𝑟𝐷 𝒛, 𝒙 is a prediction model

• 𝑄𝐷0 𝑟𝐷 𝒛, 𝒙 , 𝒚 is the deviation of predicted from observed

𝑝 features 

noise

redundant

real

Our goal is to Find

the true features to

improve the model

in:

✓ interpretability,

✓ prediction

accuracy, and

✓ efficiency.

Why Feature Selection?

Problem Statement:

CRN in macro 

and micro-

replications

CMS dataset with binary

response (zero-inflated with 9%

non-zero), 19k instances and 380

features.

80

100

120

140

160

1 2 3

# Features

SOFS LASSO

Feature type Count

Real 12

Redundant 100

Noise 108

2 Simulated dataset with

continuous response, 300

instances and 220

features; where real

variables~𝐺𝑎𝑚𝑚𝑎(2,2).

The [𝑞0.1, 𝑞0.9] prediction interval for
the size of the optimal feature set

1

Better performance in: Accuracy 

and Sharpness

1

Prediction of unplanned

admission due to heart failure, in
the following month.

For patients >65 years old, 

who have: 

• no cancer history, 

• more than 10 comorbidities,

• other minor conditions. 
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